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This paper takes for its main aim to question whether prefixed verbs (and other 

morphologically complex verbs) are more demanding for processing than “regular” ones 
through the reading experiment that was conducted among the senior students of the English 
Department at the Faculty of Philosophy. It was expected that the respondents would need 
more time for treating verbs with additional elements and mostly they did. However, while 
examining the results, our attention was drawn by the fact that besides semantic priming one 
has to take into consideration and account for the so-called structural or morphological priming. 
What is more, conclusions drawn from this research might be applicable to language processing 
in general, since it is almost widely agreed that language is processed in the same way 
regardless of the modality of the input signal, which may, as it is widely known, be visual or 
auditory. There is only one exception: written language employs the visual cortex as an input 
pathway, while spoken language makes use of the auditory cortex. 
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Introduction 
 
In order to elucidate the experiment which 

was conducted and arrive at certain conclusions, it is 
palpably clear that prefixation and the recognition of 

written words will have to be dwelled upon. Since 
prefixation can be dealt with in brief for the purpose 
of this paper, it will be discussed in the introductory 
part, along with language processing. However, when 
it comes to the visual recognition of words, it will be 
debated in a separate section.  

Therefore, if a prefix is defined as an affix that 
precedes its base, then prefixation can be very easily 
defined as the process of adding a prefix (dis + 
appear => disappear). The logical question that 
arises here is what happens when prefixes are atta-
ched to verbs in English. Unlike in Serbian, the only 
special phenomenon that happens in English is the 

creation of a new word, because all English prefixes 
are of derivational nature. 

Our assumption in this paper would be that 
verbs with no additional elements will take the small-
est amount of time to be recognized and that pre-

fixed verbs would need more time because of an ad-

ded element. Then we finally reach verbs which com-
bined with prefixes give nonwords and which should, 
we believe, require the largest amount of time for vi-
sual recognition. By doing all this, certain conclusions 
concerning language processing in general will be 
arrived at because language is processed in the sa-
me way regardless of the modality of the input sig-

nal, which may, as it is widely known, be visual or 
auditory (1, 2, 3). Accordingly, before visual word 
recognition is dealt with, we ought to explain what is 
meant by language processing. 

The above-mentioned phenomenon refers to 
the system how human beings process writing or 
speech and understand it as language. It should be 

highlighted that it does not matter what kind of sti-

mulus is offered (visual or auditory), language pro-
cessing will operate in an utterly similar way, with 
only one exception: spoken language employs the 
auditory cortex as an input pathway, while written 
language makes use of the primary visual cortex. 

Contemporary theories support the idea that this 
process is done completely by and inside the brain. 
The auditive organ receives acoustic stimuli and they 
are converted to bioelectric signals on the organ of 
Corti. These electric impulses are then transported 
through scarpa's ganglion (vestibulocochlear nerve) 
to the primary auditory cortex, on both hemispheres. 

What is important here is that each hemisphere tre-
ats it in a different way. While the right side is in 
charge of taking over prosodic characteristics and 
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melodic information, the left side recognizes distinc-

tive parts such as phonemes. After this, the signal is 

transported to Wernicke's area on the left hemis-
phere where the already noted analysis takes part 
(the information which was being processed on the 
right hemisphere is able to cross through inter-hemis-
pheric axons). The signal then travels from this area 

to Broca's area through what is referred to as the 
arcuate fasciculus. Broca's area is responsible for in-
terpreting the information provided by Wernicke's 
area (using the pars triangularis) and it also trans-
mits the information to the closely located motor-
related areas of the brain for production of speech 
(relying on the pars opercularis) (4). 

 
Written word recognition 
 

Scientists have always wanted to know what 
processes the brain engages in when making the 
way from a visual input of crisscrossed lines and 
curves to making contact with meaning. This ques-

tion has brought about a considerable amount of re-
search, and it has generated findings that inform us 
of not only psycholinguistics but also of domains as 
diverse as computational modelling, automatic and 
attentional processes, pattern recognition, and the 
neural substrates of language processing. (5) Rese-

arch at the word level is particularly manageable and 
illuminating as words are well-defined units which 
can be investigated and processed at different levels 
(i.e., spelling, sound, grammar, meaning) (6). 

Researchers have developed many procedur-
es in order to study the processes involved in word 

recognition. For instance, with the procedure of per-

ceptual identification, words are visually degraded by 
masking or brief presentations, and subjects are 
asked to identify them, and in this particular case 
identification accuracy is the dependent measure. 
There are also eye-tracking studies, in which sub-
jects’ eye movements (e.g., fixation, location, and 
duration) are tracked as they read text. With seman-

tic categorization tasks, researchers ask examinees 
to classify words (e.g., Is dog an animal?), and here 
response latency and accuracy are the dependent 
measures. In neuroimaging studies, conclusions ab-
out the processes included in word recognition are 
created from on-line measures of the time course 

and location of neural activity via event related po-
tentials, positron emission tomography*, or functio-

nal magnetic resonance imaging. Individuals with 
isolated disruptions in reading (specific subtypes of 
dyslexia) are also studied by researchers so that 
they could better understand normal reading (5). 

 

                                                 
* Positron Emission Tomography (PET) represents a technique for imaging 

internal body tissues in nuclear medicine. PET requires a cyclotron as an 

on-site source of short-lived positron-emitting isotopes. The isotopes are 

injected into the patient along with a glucose-related compound, and the 

positrons collide with electrons in body tissues to produce photons. The 
photons are tracked by a tomographic scintillation counter, and the infor-

mation is processed by a computer to provide both images and data on 

blood flow and metabolic processes within the tissues that are observed. 

What everybody agrees on is that PET scans are particularly convenient 

and practical for diagnosing brain tumors and the consequences which 
strokes may have on the brain, along with various mental illnesses. PET 

scans also found their use in brain research and the mapping of brain 

functions (8). 

Although benefits could be found in each of 

these approaches, there are also some costs (7). 

Therefore, two relatively simple tasks (lexical deci-
sion and naming) are most heavily relied on when 
researchers want to investigate isolated word reco-
gnition. With the task called speeded lexical decision, 
examinees are presented with either a real word or a 

nonword (e.g., flirp), and their task is to make the 
word/nonword discrimination as quickly and as accu-
rately as possible. There is also speeded naming, in 
which words (and very often nonwords) are visually 
presented to interviewees and they are asked to 
utter the words aloud as quickly and accurately as 
they can. In both tasks, scientists’ primary interest is 

in how quickly people can name words or make le-
xical decisions in different experimental conditions. 
There is always the assumption that naming and le-

xical decision latencies reflect processes included in 
accessing lexical representations (9). 

It would be useful to point out here that many 

models have been put forward which would explain 

how word recognition takes place. The logogen mo-

del was one of the earliest models that was propo-

sed, and it postulates that there is a word detector 

(logogen) for every word in the reader’s lexicon. 

Every logogen has a certain resting level of activa-

tion, and when a word is presented, the logogen for 

that particular word gathers evidence till a certain 

threshold is reached. It should be underlined that 

word recognition occurs at this juncture (10). 

McClelland and Rumelhart used the logogen 

framework as a basis to develop a very influential 

model of word recognition. They named it the inter-

active activation model (IAM) and it includes three 

processing levels (visual, letter, word), while a node 

represents respective units within each level. When 

there is a visual input, it first stimulates feature-level 

nodes, which then activate letter level nodes, and 

finally word-level nodes (which correspond to logo-

gens) are activated. Eventually, every node reflects 

the activation spreading across the units, and the ef-

fect of a variable can be tested by studying the va-

lue of a node after the specified amount of time has 

elapsed. The afore-mentioned model explains many 

findings in the literature. A good example would be 

the finding that people can identify frequently enco-

untered words (world) more quickly than rarely enco-

untered ones (such as glitch). This is the effect of 

word frequency, and it suggests the fact that high-

frequency word nodes have lower recognition thres-

holds than low-frequency ones. So, the former need 

less evidence to be recognized, while the latter re-

quire more evidence (11). 

There is one important aspect of the IAM that 

needs to be mentioned here and that is its parallel 

and cascadic nature. In particular, in the course of 

word recognition, we do not simply recognize a word 

independently of other words stored in our lexicon. 

Actually, it is many words that receive activation, 

and the model finally arrives at the appropriate rep-

resentation across time, through a set of facilitatory 

and inhibitory pathways. One finding is interesting 

enough because it is in accordance with the activa-
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tion of multiple words en route to recognition. It is 

called the orthographic neighbourhood effect. An or-

thographic neighbour stands for a word that can be 

produced by another word if only a single letter is 

changed (12). The following example is suitable to 

illustrate this point. The word can has the neighbours 

cap, cat, pan, man, among many others. The ortho-

graphic neighbourhood effect implies that words with 

more orthographic neighbours yield faster response 

latencies than words with few orthographic neigh-

bours. This effect is larger for low-frequency words. 

Based on this, it does not come as a surprise that 

multiple lexical units seem to be activated when one 

word is presented. Of course, just the opposite pat-

tern might have been expected, because of inhibition 

of competitors, a prediction from the original IAM. 

Even though contemporary embellishments of com-

ponents of the interactive activation model can acco-

mmodate orthographic neighbourhood effects (5, 13), 

this is an important area that is still being actively 

researched and therefore we cannot include it in our 

experiment.  

The experiment 

 

This portion will begin with the description of 

the experiment, and the presentation of the results 

in two ways will follow. The results will be represent-

ed by using numbers (Table 3) and then the results 

will be discussed and certain inferences will be drawn.  

When it comes to our experiment, which is of 

behavioural character, since a stimulus (a word sna-

ke) is offered to our participants and their latencies, or 

reaction times, are recorded, it should also be said 

that it represents a modification of self-paced read-

ing. The test used for the experiment consists of six 

word snakes. Each word snake is comprised of five 

content words with no spaces between them, as it 

can be illustrated in Table 1. Every snake contains 

two nouns, two verbs and one adjective or adverb. It 

is of vital importance for this experiment to mention 

here which principles guided our choice of words. 

 

 

 
Table 1. Problems (word snakes) presented to examinees 

 

1) yawnopportunitybulletcompeteawkwardly 

2) alternativebouncestifflyluggageinvestigate 

3) deliberatelyoverbuildartificiallypredominatepension 

4) genuinelyrearrangelaughterjewellerydisregard 

5) pronunciationpreimposerhythmquotealphabetically 

6) environmentallyelevatorurgeunbelievecircumstance 

 

 

 
Table 2. Answers to word snakes 

 

 Answers: 

1) yawn ׀ opportunity ׀ bullet ׀ compete ׀ awkwardly 

2) alternative ׀ bounce ׀ stiffly ׀ luggage ׀ investigate 

3) deliberately ׀ overbuild ׀ artificially ׀ predominate ׀ pension 

4) genuinely ׀ rearrange ׀ laughter ׀ jewellery ׀ disregard 

5) pronunciation ׀ preimpose ׀ rhythm ׀ quote ׀ alphabetically 

6) environmentally ׀ elevator ׀ urge ׀ unbelieve ׀ circumstance 

 

 

 

 

 

English examples were chosen from the list of 

three thousand words which are offered by Oxford. 

The keywords of the Oxford 3000 have been care-

fully selected by a group of language experts and 

experienced teachers as the words which should 

receive priority in vocabulary study because of their 

importance and usefulness. All the words that make 

up the Oxford 3000 can be found at the appropriate 

website (14).  

This group of words was chosen because it 

was thought that every candidate focused on them 

during his or her studies. As for examinees, there 

were ten of them and all of them were senior stu-

dents of the English Department at the Faculty of 

Philosophy in Niš. Their task in this small-scale rese-

arch was to make 5 meaningful units (words) by di-

viding each word snake with only four vertical lines. 

The amount of time which candidates needed to com-
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plete each word chain was measured. The answers 

can be found in Table 2.  

Before we move on to see the solutions, we 

should probably point out here that examinees could 

not see all the word snakes they had to split. The 

word chains were covered with another piece of pa-

per while the experiment was being carried out. The 

chains were uncovered one by one as the candidates 

finished dealing with the previous word chain. In no 

possible way could they see the word snake which 

they were about to cope with. 

It should also be said that if an interviewee 

does not complete the task in 15 seconds, he or she 

will have to stop and proceed to the next word sna-

ke. The same rule is applied to mistakes. If an inter-

viewee has made a mistake he or she can rectify it if 

he or she has got enough time, i.e. if 15 seconds 

have not elapsed. It can be easily noticed that none 

of these figures in Table 3 reaches 15.00 seconds, 

which means that none of the examinees erred 

while they were “chopping” these strings of words. 

Now it seems the right time to mention that 

these results are going to be contrasted within the 

language itself. But before we start doing any of this, 

we should probably first explain what phenomenon 

each pair of these word snakes questions. 

The first two English word snakes simply que-

stion how much time it takes to visually recognize 

and divide verbs without any affixes. As it can be 

seen, the target verbs are: yawn, compete, bounce 

and investigate. The average times which are taken 

from these two examples will serve as some kind of 

standard value which will be compared to all the 

other average values. This does not mean that other 

average values will not be compared to one another, 

this basically means that the first average value will 

merely serve as a starting point. 

 

 

 

Example 1 yawnopportunitybulletcompeteawkwardly 

Example 2 alternativebouncestifflyluggageinvestigate 

Example 3 deliberatelyoverbuildartificiallypredominatepension 

Example 4 genuinelyrearrangelaughterjewellerydisregard 

Example 5 pronunciationpreimposerhythmquotealphabetically 

Example 6 environmentallyelevatorurgeunbelievecircumstance 

 

 

 

 

The third and the fourth word snake, or the 

second pair of examples, is used to show how many 

seconds our candidates needed to visibly distinguish 

prefixed verbs. The verbs we are focused on here 

are: overbuild, predominate, rearrange and disreg-

ard. The average values which are calculated based 

on these two clusters of words will be of vital import-

ance because the figures stand for the main issue 

we are examining here. 

It should be said that the last pair of English 

examples is very significant for this paper. By offer-

ing these two word snakes to our examinees, we 

hoped to find out how many seconds it took the ex-

aminees to visibly diagnose that something is wrong 

here, i.e. to sight that the prefixes pre- and un- do 

not create meaningful prefixed verbs with verbs im-

pose and believe (v. Table 3). Despite the facts that 

the examinees were not told anything about this and 

that they were expected to reach the maximum of 

15 seconds here, our candidates dealt with this pair 

fascinatingly well. Not a single one of them made a 

mistake, and we will have to pay a lot of attention to 

examples 5 and 6 when we start giving explanati-

ons. 

After a full account of the experiment has 

been given, and before we commence comparing 

calculations done based on the results of the experi- 

ment, attention should be called to the point that all 

the conclusions that will be drawn here refer only to 

the corpus of words that make up the word snakes. 

 

Results 

 

Only after we state a couple of facts about 
our anticipation of the results, will we start com-

menting the real results, which are gathered in Table 
3. The table shows latency times for all word snakes, 
which are marked from E1 to E6, and for each can-
didate. After that, average values for each word sna-
ke and average values for pairs of word snakes which 
questioned the same phenomenon are presented.  

It was expected that latency times for respon-
ses would grow with the addition of elements (pre-
fixes) to verbs. In other words, we thought that can-
didates would need more time to graphically parcel 
out each following word snake or pair of word sna-
kes due to its or their more complex structure. Na-
turally, it was believed that the largest amount of 

time would be required for the last two instances. 
Whether this was really accurate can be checked in 
the above-mentioned table, which will be used as a 
reference. 
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Table 3. Experiment results 

 

CANDIDATES E1 E2 E3 E4 E5 E6 

CANDIDATE 1 11.72 6.44 8.94 13.86 9.28 6.66 

CANDIDATE 2 11.34 8.47 9.50 12.87 12.53 8.97 

CANDIDATE 3 10.57 7.68 8.83 10.54 10.06 9.28 

CANDIDATE 4 12.60 8.19 10.79 9.88 11.50 10.07 

CANDIDATE 5 11.54 9.88 11.06 10.48 12. 06 11.38 

CANDIDATE 6 13.00 11.95 13.41 12.19 13.06 11.24 

CANDIDATE 7 12.59 10.83 11.27 11.03 13.81 12.32 

CANDIDATE 8 12.74 11.58 11.99 10.89 13.02 11.76 

CANDIDATE 9 9.24 8.71 12.30 11.41 11.21 10.48 

CANDIDATE 10 10.74 11.83 12.35 10.68 14.12 13.57 

AVERAGE TIME 11.60 9.55 11.04 11.38 12.06 10.57 

Average time for 
two examples 

10.57 11.21 11.31 

 
 
 

 

 
Discussion 

 
If we cast a quick glance at the average ti-

mes, we will easily notice that the average times for 
the first example in each pair are larger than the 
second one. The only exception is the second pair of 
examples, in which the average time for the first ex-
ample is smaller. But, let us get back to the phe-
nomenon that can be ascribed to the remaining two 
pairs. This phenomenon can be explained by “mor-
phological” priming. By solving the first word snake 
in one of the two pairs, the examinees must have 
somehow adapted their apparatuses which are used 
for visual word recognition for the structure of the 
target words in the second word snake and found it 
easier. Therefore, this can be seen as some kind of 
positive morphological priming. But, as this kind of 
priming cannot be attributed to the second pair of 
examples because E4 is larger in value than E3, we 
have to introduce the concept of negative morpho-
logical priming, which characterizes the second En-
glish duo. 

The average latency times for the starting two 
examples are 11.60 seconds for the first one and 
9.55 seconds for the second one. That makes the 
average of 10.57 seconds for these two instances. If 
we compare this result to the arithmetic mean for 
the second pair of examples which is 11.21, it can 
effortlessly be spotted that we were right: prefixed 
verbs necessitated students taking more time to fi-
nish the given task. Prima facie, it seems that, on 
average, the interviewees took additional 0.64 se-
conds to visually recognize prefixed verbs. However, 
when we compare E1 to E3 and E2 to E4, we can 

see that response times for E1 and E3 are almost 
the same and that E2 and E4 are the ones that 
create this difference, which can be attributed to the 
well-known element that is added in front of the 
verbs, also known as a prefix. 

We have already pointed out the fact that 
there was no positive priming with the second pair 
of examples. With these two examples we can 
rather talk about negative priming. The difference 
between E3 and E4 is not as big as it may seem, it is 
0.34 seconds, and some might say that this diffe-
rence cannot be ascribed to negative priming due to 
its shortness. On the other hand, we have to take 
into consideration that E4 is the only second exam-
ple out of all the pairs of word snakes which inc-
reased, i.e. latency times for E2 and E6 decreased in 
comparison to their respective counterparts, E1 and 
E5. Thus, it can be concluded that we can talk about 
negative priming with prefixed verbs. Since in our 
experiment we dealt with the verbs which with prefi-
xes yield non-words (examples 5 and 6), we should 
underline that negative priming is only connected to 
prefixed verbs which have meaning.  

When the last pair, or examples 5 and 6, is 
taken into consideration, it can be seen that E5 and 
E6 did not bring the discrepancy between our expec-
tations and the statistic for the final pair. It was re-
ckoned that the contestants of the research would 
most arduously find the solution to the last pair of 
examples, because the verbs in combination with 
prefixes yielded non-words. Since we have covered 
all 6 examples, it can now be said that we have two 
word snakes with the largest average time, they are 
E5 and E6. This indicates that these two examples 



Processing english prefixed verbs                                                                                                                             Nikola Tatar 

142 

along with the problem they carry are the most chal-
lenging to handle. In comparison with the first pair 
of examples, it can be perceived that the intervie-
wees were in need of additional 0.34 seconds when 
they were solving the third pair of examples. It is 
obvious, but we must mention it again, students 
found the first two examples easy and the third pair 
the most difficult due to the facts that the former 
have “no-additional-element” verbs and the latter are 
combined with an additional prefix with which they 
created non-existing words, which must have puzzl-
ed the examinees most. The difference between the 
first and the last pair of is 0.74 seconds on behalf of 
the last pair, while the difference between E3 and E4 
on the one hand and E5 and E6 on the other amo-
unts to 0.10 seconds. 

Another aspect of the last pair should be look-
ed at and that is whether positive priming is expres-
sed. From the very first sight, positive priming is no-
ticeable. The first word snake in the last couple was 
unravelled in 12.06 seconds and the second word 
snake in 10.57 seconds. Positive priming here adds 
up to 1.49 seconds, which makes it the second lar-
gest in terms of positive priming. The first pair is 
typified by the largest amount of positive priming 
and it is 2.05 seconds. As it has already been said, 
only one pair of examples is characterized by nega-
tive priming and that is the second duo: intervie-
wees finished E4 in 0.34 seconds faster than E3. 

 
Conclusion 
 
The main purpose of this paper was not to 

compare many authors’ points of view on the afore-

mentioned topics, but to create a theoretical back-

ground for our research. It was reckoned that ex-

plaining the word detector model (logogen) and the 

interactive activation model (IAM) would be suffici-
ent for visual recognition and language processing in 
general. The results which were obtained only from 
the examples showed that more complicated verbs 
were mostly recognized more slowly. However, what 

is mainly perceived with these instances is the so-
called morphological priming. This phrase actually 
means that spotting the written form of a word 
which is characterized by a particular morphological 
structure (in our case, a verb is this word to which 
structural elements are added, primarily prefixes) 
would either delay or accelerate visual recognition of 

a next word which is morphologically the same. 
After the experiment, which consisted of ten 

word chains containing verbs with different extra ele-

ments, has been carried out among the senior stu-
dents of English, we first contrasted the results, and 
based on this comparison, particular conclusions can 
be drawn. First, English prefixed verbs are more com-

plicated for recognition and language processing than 
simple verbs, which can be ascribed to the morpho-
logical complexity, i.e. additional elements. Cutler 
states that bases and affixes (including prefixes) are 
processed separately, so basically with prefixed 
verbs students had to deal with two units, not just 

one (15). Second, nonword prefixed words are even 
more complicated for processing and recognition, 
most likely due to their complexity and most of all 
impossibility to be combined. Finally, morphological 
priming, be it positive or negative, is a feature that 
must be taken into consideration with this kind of 

research. 
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Glavni cilj ovog rada je da se kroz eksperiment vizuelnog prepoznavanja, koji je spro-

veden među studentima završne godine Departaman za anglistiku Filozofskog fakulteta, ispita 
da li su glagoli sa prefiksom (kao i drugi morfološki kompleksni glagoli) teži za mentalnu obra-
du od onih ,,običnih’’. Očekivalo se da će ispitanicima biti potrebno više vremena za obradu 
glagola sa dodatnim elementima i to je uglavnom bilo tačno. Međutim, prilikom obrade rezu-
ltata, skrenula nam je pažnju činjenica da pored semantičkog prajminga, treba uzeti u obzir i 
objasniti takozvani strukturalistički ili morfološki prajming. Štaviše, zaključci doneti na osnovu 
ovog istraživanja mogli bi se primeniti na razmatranja o obradi jezika u opštem smislu, budući 
da je opšte poznato da se jezik procesuira uvek na isti način, bez obzira na modalitet inputa, 
koji, kako je poznato, može biti vizuelni ili auditivni. Postoji samo jedna razlika, pisani jezik 
angažuje vizuelni korteks kao ulazni put, dok govorni jezik angažuje auditivni korteks. 
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